AP Statistics — 6.1 Name: KEY

Goal: Understanding Discrete and Continuous Random Variables Date:

. Warm Up CYU (page 349): Discrete RV's
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Il. Discrete Random Variables Example: “National Hockey League’s Goals”

In 2010, there were 1319 games played in the regular NHL season. Imagine selecting one of these games at random and then
randomly selecting one of the two teams that played in the game. Define the random variable X = number of goals scored by a
randomly selected team in a randomly selected game. The table below gives the probability distribution of X:

p 2 Goals: 0 1 2 3 4 5 6 7 8 9
P Probability: | 0.061 | 0.154 | 0,228 | 0.229 | 0.173 | 0.094 | 0.041 | 0.015 | 0.004 | 0.00]

{a) Show that the probability distribution for X'is legitimate.
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(¢} What is the probabi_lilz_that the number of goals scored by a randomly selected team in a randomly selected game is at least 67
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(d) We defined the random variable X to be the number of goals scored by a randomly selected team in a randomly selected game.
Compute the mean of the random variable X and interpret this value in context.
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(e} We defined the random variable X to be the number of goals scored by a randomly selected team in a randomly selected game.
Compute and interpret the standard deviation of the random variable X,
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. Technology Corner {page 348) Example: “Apgar Scores”

a) Define the Random Variable % = ' 1n& APGAR Scen e oF A AAunoa LY Serecren RBABY

b}  (step 2 from the “Technology Corner”) Graph a histogram of the distribution. Sketch it. Describe the shape,
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lll. Technology Corner (page 348) Example: “Apgar Scores”

a) Define the Random Variable
X = The APoar Scwe s of p Runodmyy SELECTED BABY

b) (step 2 from the “Technology Corner”) Graph a histogram of the distribution. Sketch it. Describe the shape,
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¢) Calculate the expected value and standard deviation
¢ Create lists for each column given in the table. Make sure you understand each column

¢ Fill in the table, You can round columns 4 and 5 (1 decimal) and column 6 (2 decimals).
¢ Use [-Var Stats to get each column total
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¢ Show your work to calculate the expected value and standard deviation
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d) (step 3 from the “Technology Corner”) Now check your above work following this step to find the expected

value and standard deviation \
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T Vocabulary you need to understand for this chapter. Here is space for you to take your own notes:
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The probabilities must satisfy 2 requirements
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Standard Deviation of a Discrete Random Variable(p3a7)

To Fnd the SD (XB) >/0u_ must First £oad the Usricace:

2.
15

= Vae(x) = ¥ (XL -Ax) % Pe

ON Av¢en cE

!

DiFFee FRom TBHE

A AoatomLy serectTee _PEocsss

mead  B3Y  RABosT

X ¥

(WiLL

¥ The formolas are on Yowe AP GREEAN SHEST




V. Continuous Random Variables

Continuous Probability Distribution: described by the area under a density curve

A continuous probability distribution differs from a discrete probability distribution in
several ways.
+ The probability that a continuous random variable will assume an exact value is zero.
o As aresult, a continuous probability distribution cannot be expressed in tabular form.
+ Instead, an equation or formula is used to describe a continuous probability distribution.
« We assign probabilities to intervals of outcomes rather than to individual outcomes.

EXAMPLE: Find the areas (shaded region) for the following density curves (uniform distribution).
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Your Notes: Continuous Random Variables (piso) sec A Bode Jotto.
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Example: “Weights of Three-Year-Old Females”

The weights of three-year-old females closely follow a Normal distribution with a mean of p= 30,7 pounds and a
standard deviation of 3.6 pounds. Randomly choose one three-year-old female and call her weight X. Find the
probability that the randomly selected three-year-old female weighs at least 30 pounds.

D DeFme R 0 X = THE WEIGHT OF A Rawnamiy CHON Iyeaeico Femate
@ STATE DrSTRAIBOT on - N (50.‘!, 3.()

@ STATE ProgasiuTy oF INTE AT ¥ (X 2 30\

@ DRAw APICTIR & AND  STAND Aed; 2 € THE Weickr To Find Peoessivivy

= 30-—30:' — -‘|ql{"'{

/ 36
_/ i///// 7 ?(i>j—.qu‘h=:-§-79°j
/'.‘303" Znorml\ cdd (-.\‘H‘I’ E99, 9, |)
30 pedor BMEED TO Give THs,

@ CLoneLun st
Theet 'S ReawT B 5%% Chasce TRAT The Ravoomiuy OSELEcTED

3Yeaa, o b FEMALE wile AT LEAT 30 pamds



