StaTisTics THROUGH Chapter 4
APPLICATIONS

STARNES YATES MOORE

Describing Relationships




Section 4.2
Regression and Prediction



straight line that describes how a response variable y
changes as an explanatory variable x changes.






Least-squares regression line
1.



Regression line

Vertical

distance to line  pap, hoin

140 160
Bodyweight

e Packwaight = 16.3 + 0.0908 Bodyweight; ~ = 0.53
- Bum of squares = 30,90




The equation of the least-squares line for the backpackers is

Pack weight = 16.3 + 0.09(body weight)



H

Gas consumed (cubic feet)

o {&;
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Describe only linear relationships

Prediction outside the range of the available data is risky (interpolation vs.
extrapolation)

Both are strongly affected by outliers

Regression line always passes through the point (x,y)

Switching x and y has no effect on correlation, but it does affect regression
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Vitruvius and the ideal man
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Activity (by row)

Measure the distance from the elbow to the tip of your middle finger.
Measure your height.

Record data.

Make a scatterplot of the measurements

Describe direction, form, and strength of the relationship



A residual is the difference between an observed value of the response variable
and the value predicted by the regression line.



Understanding prediction: residuals




= =
- +3
.“...nub L
o z
= =
=y

3 B
nia] aia]

L = N O W W
L B e B e TR R o I

(qD) IYS1om e




96
90

purce: Rex Boggs.



The square of the correlation, r2, is the fraction of the variation in the values of y
that is explained by the least-squares regression of y on x



There is a strong relationship between cigarette smoking and death rate from lung
cancer.

D

There is a strong association between the availability of handguns in a nation and
that nation's homicide rate from guns.
D



In the 1990's, researchers measured the number of television sets per person x and
the life expectancy y for the world's nations. There was a high positive correlation:
nations with many TV sets had higher life expectancies.



In a new attack on third-world poverty, ald organizations today began delivery ¢
00,000 television sets.”




A variable that has an important effect on the relationship among the
variables in a study but is not one of the explanatory variables studied.



Two variables are confounded when their effects on a response variable
cannot be distinguished from each other. The confounded variables may
be either explanatory variables or lurking variables



When there is a real link: x causes 'y



(a) Causation



The best evidence for causation comes from well-designed experiments.
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