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RESEARCH METHODS

Psychology is a science, and it is therefore based on research. Though people are often guided
effectively by their common intuition, sometimes it leads us astray. People have the tendency
upon hearing about research findings (and many other things) to think that they knew it all
along; this tendency is called hindsight bias. After an event occurs, itisrelatively easy to explain
why it happened. The goal of scientific research, however, is to predict what will happen in
advance. '

An understanding of research methods is fundamental to psychology. Because of that, you
are more likely to see a free-response (or essay) question on this topic than on any other.
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When wrlting
about research,
students often
describe the goal
as proof of the
hypothesis.
However, proving
a hypothesis is
Impossible. Rather,
research aims to
gather cdata that
either supports or
disproves a
hypothesis.

Sometimes psychologists conduct research in order to solve practical problems. For instance,
psychologists might compare two different methods of teaching children to read in order to
determine which method is better or they could design and test the efficacy of a programto help
people quit smoking. This type of research is known as appiied research because it has clear,
practical applications. Other psychologists conduct basic research. Basic research explores
questions that are of interest to psychologists but are not intended to have immediate, real-
world applications. Examples of basic research would include studying how people form their
attitudes about others and how people in different cultures define intelligence.

Terminology
HYPOTHESES AND VARIABLES

Although some research is purely descriptive; most psychological research is guided by hypoth-
eses. A hypothesis expresses a relationship ‘between two variables, Variables, by definition,
are things that can vary among the participants in the tesearch. For instance, rehgion stress
level, and height are variables. According to an expenmental hypothesis, the dependent uara-
able depends on the independent variable. In other words, a change in the independent vari-
able will produce a change in the dependent variable. For instance, consider the hypothesis that
watching violent television programs makes people more aggressive. In this hypothesis, watch-
ing television violence is the independent variable since the hypothesis suggests that a change
in television viewmg will result ina change in behavior. In testing a hypothesis, researchers
mailipulate the independent variable and measure the dependent variable, Hypotheses often
grow out of theories: A theery aims to explain some phenomenon and allows researchers to gen-
erate testable hypotheses with the hope of collecting data that support the theory. : :

Researchers not only need to name the variables they will study, they need to provide opera-
tional definitions of them. When you operationalize a variable, you explain how you will mea-
sure it. For instance, in the hypothesis above, what programs will be considered violent? What
behviors will be considered aggressive? These and rnany other questions need to be answered
before the research commences. The operationalization of the variables raises many, Isgues
about the validity and reliabi}it'y of the research.

VALIDITY AND RELIABILITY

Good research is both valid and reliable. Research is valid whenit measures what the researcher
set out to measure; it is accurate. Research is reliable when it can be replicated; it is consistent. If
the researcher conducted the same research in the same way, the researcher would get snn-nlar
results.

SAMPLING

Before one can begin to investigate a hypothesis, one needs to decide who or what to study. The
individuals on which the research will be conducted are calied participants (or subjects), and
the process by which participants are selected is called sampling. In order to select a'sample
(the group of participants), one must first identify the population from which the sample will be
selected. The population includes anyone or anythmg that could possibly be selectéd to'be in
the sample, : ‘

The goal in selecting a sample is that it be representative of a larger population. If I conduct my
research about television violence using only my own psychology students, [ cannot say much
about how viewing violent television affects other people. My students may not be representa-
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tive of a larger population. I would be better off specilying a larger and more diverse population,
the whole student body of 1,000, for example, and then randomly selecting a sample of 100. The
definition of random selection s that every member of the population has an equal chance of
being selected, Random selection increases the likelihood that the sample represents the popu-
lation and that one can generalize the findings to the larger population,

Note that psychologists use the term random differently than laypeople. 1f I choose my sam-
ple by standing in front of the library on a Wednesday morning and approaching people in a
way [ feel is random, I have not used random sampling. Perhaps, without realizing it, I was less
likely to approach people I did not know or people wearing college sweatshirts. Since they would
not stand an equal chance of being selected for the study, the selection pro-
cess is not random. In addition, the method just described would not yiéld a (/ Selecting a sample

0

representative sample of the school’s population. Not everybody will walk past | " randomly 1rna3gtm1zes the
3 -chanca that'l W I\rep_rqsent

the library on Wednesday morning. People who do not will have no chance of
being selected for the study and therefore are not part of the population. Ran-
dom selection is best done using a computer, a table of randotn numbers, or
that tried-and-true method of picking names out of a hat.

Eveniflrandomly select a sample of 100 people from the school’s population
of 1,000, clearly the sample will probably not perfectly reflect the composition
of the school. For instance, if the school has-exactly 500'males and 500 females
in it, what are the chances that my random sample will have the same 1:1 ratio? Although we
could compute thosé odds, that is not necessary. Clearly, the larger the sample, the more likely
it is to represent the population. A sample of all 1,000 students guarantees that it is perfectly
representative, and a sample of 1 person guarantees that it is far from representative. So why
not use all 1,000 students? The downside of a large sample is time and money. Also, realizing
that the populations psychologists study are often much larger than 1,000 people is important. -
Therefore, for research to use large, but not prohibitively large; samples is considered optimum.
Statistics can be used to deféimine howlarge a sample should be in order to represent a popula-
tion of any particular size. If asked on the Advanced Placement Examination to design your own
research, you should specify the size of your sample and avoid using samples of extreme sizes.

One additional action can be taken to increase the likelihood that a sample will represent
the larger population from which it was chosen. Stratified sampling is a process that allows a
researcher to ensure that the sample represents the population on somie criteria. For instance,
if T thought that participants of different racial groups might respond differently, I would want
to make sure that ! represented each race in my sample in the same proportion that it appears
in the overall population. In other words, if 5Q0 of the 1,000 students in a school are Caucasian,
300 are African American, and 200 are Latino, in a sample of 100 students I would want to have
50 Caucasians, 30 African Americans, and 20 Latinos. To that end, I could first divide the names
of potential participants into each of the three racial groups, and then I could choose a random
subsample of the desired size from each group.

Experimental Method

Experiments can be divided into laboratory experiments and field experiments. Laboratory
experiments are conducted in a lab, a highly controlled environment, while field experiments
are conducted out in the world. The extent to which laboratory experiments can be controlled is
their main advantage. The advantage of field experiments is that they are more realistic,
Psychologists’ preferred method of research is the experiment because only through a care-
fully controlled experiment can one show a causal relationship. An experiment allows the
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~ )\ researcher to manipulate the independent variable and control for confound-
ing variables. A confounding variable is any difference between the experi-
mental and control conditions, except for the independent varjable, that might
affect the dependent variable. In order to show that the violent television pro-
grams cause participants’ aggression, I need to rule out any other.possible
cause, An experiment can achieve this goal by randomly assigning partici-
pants to conditions and by usingvarious methods of control to eliminate con-

founding variables. .. - . T L

Assignmentis the process by.which particlpants are putinto a group, experi-

: mental or contrel. Random assignment means that each participant has, an
.equal chance of being placed into any group. The benefit of random assignment is that it limits

. the effect of participant-relevant confounding varlables. If participants were given the oppor-
" tunity to choose whether to be in the gtoup-watching the violent television or not, it is highly
unlikely that the two: groups.would ;betcomprised;of similar people.Perhaps
violent people prefer violent television and would therefore select the experi-
mental group. Even if one were to assign: people to groups based on,a seems+
ingly random criterion: (when they-arrived -at the experiment or where.they
were sitting in the room), orie might open.the 'door to: confounding variables.
Using random assignment diminishes the:charnce that.participants:in the
two groups. differ in any meariingful, way, or, in’ other wurda, it: controls* for
participant-relevantvariables. : ... o tesd Fare VEal e g aios
. Note that when wetatkaboutdifferences between groups; wé.are raferrmg o

of the entire group. The:idea behind random assignmems is that, in‘general, the
groups will be eqmvalerlt« T T TS VL o e R s S N ) ST I

If. one wanted to ensure that.the experimental andcontrol groups were
equivalent on soine criterion (for example; sex, IQ scores; age), one could use
group matching. 1f one wanted to group match for sex, one would first divide the
sample into males and females and then randomly assign half of éach group to
each condition. Group matching would not result in the same number:of males
and females within each group. Rather, halfof the males and half of the females
would be’in each of the groups.

Situation-relevant confounding variables.can also affect aniexperiment. For the partxcipants
to be equivalent is not enough. The situations into which the different groups-are put must:also
be equivalent except for the differences produced by the.independent variable, If the experi:
mental group watches violent television in a large lecture hall while the control gifoup watches
other.programs in a small classroom, their situations are not equivalent, Therefore, any.differ-
ences found between the groups may pessibly be due hot to the independent variable, as hypoth-
esized, but rather to the confounding variables. Other situation-relevant variables include the
time of day, the weather, and the presence of other people in the room. Making the environ-
ments into which the two groups are placed as similar as possible controls for situation-relevang
confounding variables. o

Bxpenmenter bias is a special kind of situation-relevant con founding variable. Experi-
menter bias is the unconscious tendency for researchers to treat members of the experimen-
tal and control groups differently o mcrease the chance of confirming their hypothesis. Note
that experimenter bias is not a conscmus act. If researchers purposely distort their data, it is
called fraud not expenmenter bias. Experlmeuter blas can be elimmated by usmg a dauble-
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blind procedure. A double blind occurs when neither the participants nor the researcher are
able to affect the outcome of the research. A double blind can be accomplished in a number of
ways. The most common way is for the researcher to have someone blind to the participants’
condition interact with the participants. A single blind occurs when only the participants do
not know to which group they have been assigned; this strategy minimizeés the effect of demand
characteristics as well as certain kinds of response or participant bias. Demand characteristics
are cues about the purpose of the study. Participants use such cues to try to respond appro-
priately. Response or subject bias is the tendency for subjects to behave in certain ways (for
example, circle the midpoint on a scale or pick the right-hand option more than the left-hand
one}, One kind of response bias, the tendency to try to give answers that reflect well upon them,
is called social desirability. .

Experiments typically involve at least one experimental group and a control group. The exper-
imental group is the one that gets the treatment operationalized in the independent variable.
The control group gets none of the independent variable. It serves as a basis for comparison.
Without a control group, knowing whether changes in the experimental group are due to the
experimental treatment or simply to any treatment at all is impossible. In fact, merely selecting
a group of pedple on whom to experiment has been determined to affect the performance of
that group, reg-ardless of what is done to those individuals. This finding is known as the Haw-
thorne effect. _ _ ,

Continuing with the television example, the expéerimental group would be the participants
who view violent television while the control group would view some other typé of television,
perhaps a comedy. If | were really designing an experiment, I would have to be much moré spe-
cific in operationally defining my independent variable, I would need to identify exactly what
program(s) each group would watch and for how long, Many experiments involve much more
complicated designs. In our example, additional groups would view other types of films or
groups would view differing amounis of violent content. ;

One important method of control is known as the placebo method. Whenever participants
in the experirhental g’rou[.;‘r‘é-re supposed to ingest a drug, participants in the conirol group are
given an inert but otherwise identical substance, This technique allows researchers to separate
the physiological effects of the drug from the psychological effects of people thinking they took
a drug{called the placebo effect).

TIP

Equivalent
environments
control for
situation-relevant
confounding
variables,

Double blinds
eliminate both
experimenter
and subject
bias,

Sometimes using participants as their own control group is possible, a pro-
cedure known as counterbalancing. For instance, if I wanted to see how frustra-
tion affected performance on an I test, I could have my participants engage in
a task unlikely to cause frustration, test their IQ, and then give them a frustrat-
ing task and test their IQs again.-However, this procedure creates the possibil-
ity of order effects. Participants may do better on the second IQ test simply by
virtue of having taken the first IQ test. This problem can be eliminated by using
counterbalancing. I can counterbalande by having half the participants do the
frusirating task first and half the participants do the not-frustrating task fist

and then switching,

Correlational Method

A correlation expresses a relationship between two variables without ascribing cause.
Correlations can be either positive or negative. A positive correlation between two things means
that the presence of one thing predicts the presence of the other. A negative correlation means

Correlation
does not imply
causation.
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that the presence of one thing predicts the absence of the other. See the statistics section for
more information about correlations.

Sometimes psychologists elect not to use the experimental method. Sometimes testing a
hypothesis with an experiment is impossible. Suppose, for example, I want to test the hypoth-
esis that boys are more likely to call out in class than girls. Clearly, I cannot randomly assign
subjects to conditions. Boys are boys, and girls-are girls. The assignment of the independent
variable, in this case, has been predetermined; As a result, I will never be able to isolate the
cause of the calling out behavior. It could be a biological difference or one of many social
influences that act differently upon the sexes from birth onward. If 1 seek to control all other
aspects of the research process, as 1 would in an experiment, I will have conducted an ex post
Jacto study. ' :

An even more popular research:design is the survey method. The survey method, as com-’

mon sense suggests, involves asking people to fill out surveys, To contrast the survey method
with the experimental method, return to thie question about whether there is a relationshij
between watching violence on television andaggressive behavior. The original hypethesis, that
“watching violent television programs makes people more aggressive,” cannot be tested using the
survey method, because only an experiment can reveal a cause-effect relatlonship However,
' one could use the survey method to investigate whether there is a relation-

ship between the two variables, watching violerice on television and aggres-
sive-behavior. [ the survey method, neither of the variables is manipulated.
Therefore, while therefare two variables, there is no 1ndependent or dependént
variable. - - - A
Using the survey method means- that one can no longer control for pal’tl[‘:i-
pant-relevant confounding variables; Some people watch a.lot of violent tele-
vision, and others de not. In‘all likelihood, these two groups of people would
differ in a number of other ways as well. The survey method does not enable the
| researcher todetermine which of these differences cause a difference in violent

‘: ' .pehavier: . promiteg s N e 2 ) Y e S

Althoughi controlling for situation-relevant confounding variables.usingthe
survey method is possible (by bringing all the participants to one place at onée
time to fill out the survey), it is rarely done. One of the advantages of the survey

their convenience is easy. However, if people fill-out the surveys in different
places; at different-ttmes of day, by taking different amounts of time, and §6
on, the research will be plagued by confounding variables: Thus, again, deter-

addition, obtaining a random sample when one sends out a survey is difficult
because relatively few-people will actually send it back (low response rate), and
these people are unlikely to make up a representative sample, ;

Naturalistic Observation

Sometlrnes researchers opt to observe their part icipants in thelr natural habi-

called naturalistic observation. The goal of naturalistic observation is to geta
realistic and rich picture of the partlcnpants behavior. To that end, control 15
sacrificed. ! . :
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mihing what causes a difference in violent behavior becomes itnpossible.:In,

tats without interacting with them at all. Such unobtrusive observation is -
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Case Studies

One final research method we will mention is the case study method. The case study method
is used to get a full, detailed picture of one participant or a small group of participants. For
instance, clinical psychoelogists often use case studies to present information about a person
suffering from a particular disorder. While case studies allow researchers to get the richest pos-
sible picture of what they are studying, the focus on a single individual or small group means
that the findings cannot be generalized to a larger population.

STATISTICS

Descriptive Statistics

Descriptive statistics, as the name suggests, simply describe a set of data. For instance, if you
were interested in researching what kinds of pets your schoolmates have, you might summarize
that data by creating a frequency distribution that would tell you how many students had dogs,
cats, zebras, and so on. Graphing your findings is often helpful. Frequency distrrbutions can
be easily turned into line graphs called frequency pefygons or bar graphs known as htstograms
The y-axis (vertical) always represents frequency, wh1le whatever you are graphing, i in this case,
pets, is graphed along the x-axis (horizontal). .

You are probably already familiar with at least one group of statistical measures called mea-
sures of central tendency. Measures of central tendency attempt to mark the center of a dlstnbu-
tion, Three common measures of central tendency are the mean, nwdmn, and mode. The mean
iswhat we usually refer to as the average of all the scores in a distribution. To compute the mean,
you simply add up all the scores in the distribution and divrde by the number of scores. The
median is the central score in the distribution. To ﬁnd the medlan ofa dlstrlbutlon, srmply write
the scores down in ascending (or descending) order and then, 1f there are an odcl number of
scores, find the middle gne. | If the distribution conta:ns an even number of scores, the median
is the average of the middle two scores. The mode is the score that appears most frequently. A
distribution may, however, have more than one mode. A distribution is bimodal, for instance, if
two scores appear equally frequently and more frequently than any other score.

The mean is the most commonly used measure of central tendency, but lts :rc-::uralqr can be
distorted by extreme scores or ouiliers. Imagine that 19 of your 20 friends drwe cars valued at
$12,000 but your other friend has a Maserati valued at $120, 000 The mean value of your cars is
$1? 400. However, since that value is in excess of everyone 's car except one person s, youwould
probably agree that it is not the best measure of central tendency in this case. When a distribu-
tion includes outliers, the median is often used as a better measure of central tendency.

Unless a distribution is symmetrical, it is skewed. Outliers skew distributions. When a dis-
tribution includes an extreme score (or group of scores) that is very h'i:gh, as in the car example
above, the distribution is said to be positively skewed. When the skew is caused by a particularly
low score (or group of scores), the distribution is negatively skewed. A positively skewed distri-
bution contains more low scores than high scores; the skew is produced by some aberrantly
high score(s). Conversely, a negatively skewed distribution contains more high scores than low
scores. In a positively skewed distribution, the mean is higher than the median because the
outlier(s) have a much more dramatic effect on the mean than on the median. Of course, the
opposite is true in a negatively skewed distribution (see Fig. 2.1),

Measures of variability are another type of descriptive statistical measures, Again, you may be
familiar with some of these measutes, such as the range, varlance, and standard deviation. Mea-
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Figure 2,1. A, symmetrical distribution; B, positively skewed distribution;
C, negatively skewed distribution F.

sures of variability attempt to depict the diversity of the distribution. The range is the distance
between the highest and lowest score in a distribution. The variance and standard deviation
are closely related; standard deviation is simply the square root of the variance Both measures
essentially relate the average distance of any score in the distribution from the mean: The higher
the variance and standard deviation, the more spread out the distribution.

Sometimes, being able to compare scores from different distributions is important. In order
to do so, you can convert scores from the different distributions mto measures called z scores.
Z scores measure the distance of a score from the mean in units of standard devnatlon Scares
below the mean have negative z scores, while scores above the mean have posmve z scores. For
instance, if Clarence scored a 72 on a test with a mean of 80 and a standard deviatlon of 8, Clar—
ence’s z score would be -1. If Maria scored an 84 on that same test, her z score would be +0 5.

Often in psychology you will see reference to the normal curve. The normal curve is a theo-
retical bell-shaped curve for which the area under the curve lying between any two z scores has
been predetermined. Appronmately 68 percent of scores in a normal distribution fall within
one standard deviation of the mean, approxlmately 95 percent of scores fall w:thm two standard
deviatlons of the mean, and almost 99 petrcent of scores fall within three standard deviations
of the mean, Knowing that the normal curve is symmetrical, and knowing the three numbers
given above will allow you to calculate the approximate percentage of scores falling between
any given z scores. For instance, approximately 47.5 percent (35/2) of scores fall between the z
scores of 0 and +2 (see Fig. 2.2). ' o ' '

While z scores measure the distance of a score away from the mean, percentdes indicate the
distance of a score from 0. Someone who scores in the 90th percennle on a test has scored bet-
ter than 90 percent of the ‘people who took the test. Similarly, $omeone who scores at the’ 38th
percenti]e scored better than only 38 percent of the people who took the test. A clear relation-
ship exists between percentiles and z scores when dealing with the normal curve. Someone who
scores at the 50th percentile has a z score of 0, and someone who scores at the 98th percentile
has an approximate z score of +2.

Correlations

A correlation measures the -relafionship between two variables. As explained earlier, correla-
tions can be either positive or negative. If two things are positively correlated, the presence of
one thing predicts the presence of the other. In contrast, a negative correlation means that the
presence of one thing predicts the absence of the other. When no relationship exists between
two things, no correlation exists. As an example, one would suspect that a positive correla-
tion exists between studying and earning good grades. Conversely, one would suspect that a
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Frequency

2.15% 13.59% 34.13% 34.13% 13.569% 2.15%
mean
median
made
Z stores -3 ’ -2 -1 0 +1 +2 +3
Percentile 0.13 2.28 15.87 50th 8413 , 97.72 09.87

Figure 2.2, The normal distribution.

negative correlation might occur between cutting classes and earning good grades. Finally, itis
likely that there is no correlation between the number of stuffed animals one owns and earning
good grades.

Correlations may be either strong or weak. The strength of a correlation can be computed by a
statistic called the correlation coefficient. Correlation coefficients range from -1 and +1 where -1
is a perfect, negative correlation and +1 is a perfect, positive correlation. Both -1 and +1 denote
equally strong correlations. The number 0 denotes the weakest possible correlation—no cor-
relation—which means that knowing something about one variable tells you nething about the
other.

A correlation may be graphed using a scatter plot. A scatter plot graphs pairs of values, one
on the y-axis and one on the x-axis. For instance, the number of hours a group of people study
per week could be plotted on the x-axis while their GPAs could be plotted on the y-axis. The
result would be a series of points called a scatter plot. The closer the points come to fallingon a
straight line, the stronger the cotrelation. The line of best fit, or regression line, is the line drawn
through the scatter plot that minimizes the distance of all the points from the line. When the
line slopes upward, from left to right, it indicates a positive correlation. A downward slope evi-
dences a negative correlation. The scatter plot depicting the data set given in Table 2.1is graphed
in Figure 2.3.

4

Students often
believe strong
correlations
correspond to
positive numbers.
Do not forget

that -.92 s exactly
as strong a
correlation as
92,
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As discussed
previously, a
correlation, no
matter how
strong, does not
Indicate a causal
relationship.

[ Table 2.1. The Relationship Between
Hours Studied and GPA
Name Hours Studied [ GPA
Teresa 15 38
Raoul 17 3.8
Todd 4 1.3
Lucy 11 3.1
Aaron 8 24
Pam 12 3.3
Laticia 14 3.9
Greg 9 2.5
Megan 5 0.6
4 L ]
. ]
3.5 / )
g o Line of
3 . best fit
2.5 "
<
& 27
1.5 4
-
v1-
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Figure 2.3. Scatter plot showing the correlation between hours studied and GPA.

Inferential Statistics

Wheteas descriptive statistics provide a way to summarize information about the sample stud-
ied, the purpose of inferential statistics is to determine whether or not findings can be applied to
the larger population from which the sample was selected. Remember that one of the primary
goals in selecting a sample is that the sample represent the population from which it was picked.
If a sample does not represent the larger population, one cannot infer anything about the larger
population from the sample. Guaranteeing that a sample is representative of a population is
impossible. The extent to which the sample differs from the population is known as sampling
error.

Say that you ran an experiment testing the effects of sugar consumption on short-term
memory. You randomly assigned your 50 subjects to either a control group that was given a sug-
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arfree lollipop or to the experimental group that was given a seemingly identical lollipop that
contained sugar. You then tested the participants’ ability to recall 15 one-syllable nouns. If the
experimental group remembered an average of 7 words and the control group remembered an
average of 6.9 words, would you be comfortable concluding that sugar does, in fact, enhance
short-term memory? Your gut reaction is probably to say that the 0.1 difference in the example
is too small to allow us to draw such a conclusion. What if the experimental group consisted of
just one persen who recalled all 15 words while the control group contained one person who
remembered only 5 words? You would probably be similarly reluctant to draw any conclusions
even given this enormous difference in the number of words recalled due to the tiny sample size.

In both cases, you would be correct to be skeptical. The differences between the groups are
likely due to sampling error and chance. The purpose of inferential statistics is to help psycholo-
gists decide when their findings can be applied to the larger population. Many different inferen-
tial statistical tests exist such as t-tests, chi square tests, and ANOVAs. They all take into account
both the magnitude of the difference found and the size of the sample. However, what is most
important for you to know is that all these tests vield a p value. The p value gives the probabil-
ity that the difference between the groups is due to chance. The smaller the p value, the more
significant the results. Scientists have decided that a p value of .05 is the cutoff for statistically
significant results. A pvalue of .05 means thata 5 percent chance exists that the results occurred
by chance. A p value can never equal 0 because we can never be 100 percent certain that results
did not happen due to chance. As a result, scientists often try to replicate their results, thus gath-
ering more evidence that their initial findings were not due to chance.

A p value can also be computed for any correlation coefficient. The strﬁnger the correlation
and the larger theé sample, the more likely the relationship will be étatistically sigﬁifié_ant.

APA ETHICAL GUIDELINES

Ethical considerations are a major component in research design. You should know and under-
stand the ethical guidelines established by the APA (American Psychological Association) for
human and animal research and be prepared to apply the concepts to specific research designs.
Any type of academic resez;rch must first propose the study to the ethics board or institutional
review board (IRB) at the institution. The IRB reviews research proposals for ethical violations
and/or procedural errors. This board ultimately gives researchers permission to go ahead with
the research or requires them to revise their procedures,

Animal Research

Groups advocating the ethical treatment of animals are focusing more and more attention on
how animals are treated in laboratory experiments, The APA developed strict guidelines about
what animals and how animals can be used in psychological research. Ethical psychological
studies using animals must meet the following requirements:
» They must have a clear scientific purpose.
= The research must answer a specific, important scientific question.
= Animals chosen must be best-suited to answer the question at hand.
s They must care for and house animals in a humane way,
s They must acquire animal subjects legally. Animals must be purchased from accredited
companies. If wild animals must be used, they need to be trapped in a humane manner.
m They must design experimental procedures that employ the least amount of suffering
feasible.

'l
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Human Research

Research involving human subjects must meet the followmg standards:

u No coerclon—Partimpatlon should be voluntary.

u Informed consent—Participants must know that they are involved in research and give
their consent. If the participants are deceived in any way about the nature of the study, the
deception must not be so extreme as to invalidate the informed consent. The research the
participants thought they were consenting to must be similar enough to the actual study
to give the informed consent meaning. Also, researchers must be very careful about the
trauma deception may cause (see Risk, below).

® Anonymity or confidentiality—Participants’ privacy must be protected. Their identities
and actions must not berevealed by the researcher. Participants have anonymity when the
researchers do niof collect any data that enable them to match a person’s responses with
his or her name. In some cases, such as interview studies, a researcher cannot promise
anonymity but instead guarantees confideniiality, that the researcher will not identify the
source of any of the data.

w Risk—Participants cannot be placed at significant mental or physical risk. Typically, it is
considered permissible for participants to experience temporary discomfort or stress but
activities that might cause someone long-term mental or physical harm must be avoided.
This clause requires interpretation by the review board, Some institutions might allow a
level of risk other boards might not allow. This consideration was highlighted by Stanley
Milgram’s obedience studies in the 1970s in which participants thought they were causing

* significant harm or death to other participants (see the “Social Psychology” chapter),

a Debriefing—After the study, participants should be told the purpose of the study and
provided with ways to contact the researchers about the results. When research involves
deception, it is particularly important to conduct a thorough debriefing. - W
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