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ul._had to give one number to estimate an unknown population
paganter, what would it be? If you were estimating a population
m'%n y@ would probably use Xx. If you were estimating a
pomul ISy proportion p, you might use p. In both cases, you would be
prguc@gg point estimate of the parameter of interest.

Definition:

A point estimator is a statistic that provides an estimate of a
population parameter. The value of that statistic from a sample is
called a point estimate. Ideally, a point estimate is our “best guess” at
the value of an unknown parameter.

We learned in Chapter 7 that an ideal point estimator will have no bias and
low variability. Since variability is almost always present when calculating
statistics from different samples, we must extend our thinking about
estimating parameters to include an acknowledgement that repeated
sampling could yield different results.
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Th®biQ idea: The sampliig distribution of ¥ tells us how close to p the Con
sarfipl n x is likely t& b®. All confidence intervals we construct will ~ fide
have ﬂorg similar to thisy © nce
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Definition: The
A confidence interval for a parameter has two parts: Basi
 An interval calculated from the data, which has the form: cs

estimate + margin of error
« The margin of error tells how close the estimate tends to be to the
unknown parameter in repeated random sampling.
A confidence level C, the overall success rate of the method for
calculating the confidence interval. That is, in C% of all possible
samples, the method would yield an interval that captures the true
parameter value.

We usually choose a confidence level of 90% or higher because we want to be
quite sure of our conclusions. The most common confidence level is 95%.
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The 95% confidence interval for the true proportion of West
Johnston students who hate math was 0.65 + .05. Interpret
the confidence interval and confidence level.

95% of all possible samples of a given size from WJHS will result in an
interval that captures the true proportion of students who hate math.

We are 95 % confident that the interval from .60 to .70 captures the actual
proportion of WJHS students who hate math.

The 85% confidence interval for the true proportion of North
Carolinians who are terrified of snow is 0.76 + .02. Interpret
the confidence interval and confidence level.

85% of all possible samples of a given size from North Carolinians will

result in an interval that captures the true proportion of people who are
terrified of snow.

We are 85 % confident that the interval from .74 to .78 captures the actual
proportion of North Carolinians who are terrified of snow.
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The cohfldence level does not tell us the rval
chance that a particular confidence ?'he
interval captures the population Basi
parameter. oS

Instead, the confidence interval gives us a set of plausible values for
the parameter.

We interpret confidence levels and confidence intervals in much the
same way whether we are estimating a population mean, proportion,
or some other parameter.
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This leads to a more general formula for confidence intervals:

statistic + (critical value) * (standard deviation of statistic)
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1) Random: The data should come from a well-designed random ite
sample or randomized experiment. /al

— ~— — - p— p— - -
w ~=

2) Normal: The sampling distribution of the statistic is approximately '.he
Normal. asi
For means: The sampling distribution is exactly Normal if the population S
distribution is Normal. When the population distribution is not Normal, then

the central limit theorem tells us the sampling distribution will be
approximately Normal if n is sufficiently large (n = 30).

For proportions: We can use the Normal approximation to the sampling
distribution as long as np =2 10 and n(1 — p) = 10.

3) Independent: Individual observations are independent. When
sampling without replacement, the sample size n should be no more
than 10% of the population size N (the 10% condition) to use our
formula for the standard deviation of the statistic.
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B Caluiaing aConfidonco ntorval Cor

The confidence interval for estimating a population parameter has the form | fide

statistic * (critical value) ¢ (standard deviation of statistic) InnCtZ

where the statistic we use is the point estimator for the parameter. rval
Properties of Confidence Intervals: S:

= The “margin of error” is the (critical value) ¢ (standard deviation of statistic) The

= The user chooses the confidence level, and the margin of error follows Basi
from this choice. CS

= The critical value depends on the confidence level and the sampling
distribution of the statistic.

= Greater confidence requires a larger critical value
= The standard deviation of the statistic depends on the sample size n

80% confidence _

The margin of error gets smaller when:

-+ 959% confidence

v The confidence level decreases
] ] T ] ] T ] I | ] | T T

230 232 234 236 238 240 242 244 246 248 250 252 254 v The sample size n increases



Section 8.1
Confidence Intervals: The Basics

In this section, we learned that...

v To estimate an unknown population parameter, start with a statistic that
provides a reasonable guess. The chosen statisticis a point estimator for
the parameter. The specific value of the point estimator that we use gives a
point estimate for the parameter.

v A confidence interval uses sample data to estimate an unknown population
parameter with an indication of how precise the estimate is and of how
confident we are that the result is correct.

v Any confidence interval has two parts: an interval computed from the data
and a confidence level C. The interval has the form

estimate + margin of error

v When calculating a confidence interval, it is common to use the form

statistic + (critical value) - (standard deviation of statistic)



Section 8.1
Confidence Intervals: The Basics

In this section, we learned that...

v" The confidence level C is the success rate of the method that produces the
interval. If you use 95% confidence intervals often, in the long run 95% of
your intervals will contain the true parameter value. You don’t know whether
a 95% confidence interval calculated from a particular set of data actually
captures the true parameter value.

v" Other things being equal, the margin of error of a confidence interval gets
smaller as the confidence level C decreases and/or the sample size n
increases.

v Before you calculate a confidence interval for a population mean or
proportion, be sure to check conditions: Random sampling or random
assignment, Normal sampling distribution, and Independent observations.

v The margin of error for a confidence interval includes only chance variation,
not other sources of error like nonresponse and undercoverage.



Section 8.2
Estimating a Population Proportion

Learning Objectives

After this section, you should be able to...

v CONSTRUCT and INTERPRET a confidence interval for a
population proportion

v DETERMINE the sample size required to obtain a level C confidence
interval for a population proportion with a specified margin of error

v DESCRIBE how the margin of error of a confidence interval changes
with the sample size and the level of confidence C



atistic

)
hENOF&a‘E e@ndition is met, we can use a Normal curve. To

[I,T_\d§ level € cgnfldence interval, we need to catch the central
area C umler the standard Normal curve.

itical value) - (standard deviation of statistic)

I véiue for our
en8_e interval?

n:dingp Critical
weéfind the

For example, to find a 95%
confidence interval, we use a critical
value of 2 based on the 68-95-99.7
rule. Using Table A or a calculator,
we can get a more accurate critical
value.

Note, the critical value z* is actually
1.96 for a 95% confidence level.

Standard
Normal curve

Probability = 0.95

Area=0.025

Area =0.025

Esti
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ng a
Pop
ulati
on

Pro
porti
on
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o Since we want to capture the Pop
Norual curve central 80% of the standard Normal ulati
distribution, we leave out 20%, or on
10% in each tail. Pro

Probability = 0.8

fobabiv =21} Search Table A to find the point z* fti
. . port
with area 0.1 to its left. on

z .07 g .09

-1.3 0853 .0838 .0823
1003 0985
1170

So, the critical value z* for an 80% confidence interval
is z*=1.28.



Standard
Norwal curve

{Pmbgbmw = a.#]

/

E Probability = ﬂ.fj,

Probability = 0.8
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Remember both of the s
invNorm (.90,0,1) :

Find the z-scorp



Bc S ¢

S C9O 5 £ .
o)) CQ®> o Esti
S0 8 3$ 58 & mati
D29 c¢& +2 =ca ng a
Et%isﬁ'c ig):(q@itgcag I&e) - (standard deviation of statistic) Pop
- .= 5080 0 SE :
gTFE sgmplg pg)pﬁ)rﬁorgpc—é_is the statistic we use to estimate p. gl:'t'

JVrighe Ifdependgntoandition is met, the standard deviation
- =2 “of the sampling distibution of p is Prot_
orti

p(i=p) o

P n

Since we don't know p, we replace it with the sample proportion p.
This gives us the standard error (SE) of the sample proportion:

p(-p)
n

Definition:

When the standard deviation of a statistic is estimated from data, the
results is called the standard error of the statistic.
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One-Sample z Interval for a Population Proportion gn

Choose an SRS of size n from a large population that contains an unknown
proportion p of successes. An approximate level C confidence interval
forpis

p(l-p)

n

where z* is the critical value for the standard Normal curve with area C

between — z*and z*.

ptz*

Use this interval only when the numbers of successes and failures in the
sample are both at least 10 and the population is at least 10 times as
large as the sample.



1. Define parameter
2. State the confidence level we are using. “We want
to estimate p at [C] % confidence level.
3. State type of test. We are using a 1-sample z
interval for proportions
4. Check conditions of the sample.
(Random, Normal (use P), Independent)
5. State p-hat value
6. find critical value (z*)
“invNorm(decimal of shaded area, 0, 1)
7. Use formula: P+ z*\/ 0 (1-D)
n
8. Conclude. “We are [C] % confident that the interval
from [here] to [there] captures the true proportion of
[whatever the context of this problem is].
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How can w&use this information t

o

o If the sample size is large enough that both np
and n(1- p) are at least 10, the sampling
distribution of p is approximately Normal.

e The mean of the sampling distribution of p is p.

e The standard deviation of the sampling

find a confidence interval for p?

Esti
mati
ng a
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ulati
on
Pro
orti
n

p(l—p).

distribution of p is o, =
n

In practice, we do not know the value of p. If we did, we would not need to

construct a confidence interval for it! In large samples, p will be close to p, so

we will replace p with p in checking the Normal condition.
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Random: The class took an SRS of 251 beads from the container. Pop
Normal: Both np and n(1 — p) must be greater than 10. Since we don't ulati
know p, we check that on
107 107
np=251(—j:107 and n(l—p):251(1——J:144 Pro
251 251 porti

The counts of successes (red beads) and failures (non-red) are both = 10.  on

Independent: Since the class sampled without replacement, they need to
check the 10% condition. At least 10(251) = 2510 beads need to be in the
population. The teacher reveals there are 3000 beads in the container, so
the condition is satisfied.

Since all three conditions are met, it is safe to construct a confidence interval.
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z 03 04 05 v sample proportion = 107/251 = 0.426 PIOE[)_
- ulati
1.7.0418 .0409 0401 v We checked the conditions earlier. on
-1.6 .0516 .0505 .0495 .
v For a 90% confidence level, z* = 1.645Pro
-1.5 .0630 .0618 .0606 porti
statistic * (critical value) * (standard deviation of the statistic) on
p(1-p) We are 90% confident that the
+ % :
P+ N interval from 0.375 to 0.477

captures the actual proportion of
(0.426)(1-0.426) red beads in the container.

251

=0.426 £1.645

B Since this interval gives a range

=0.426£0.051 of plausible values for p and since

=(0.375, 0.477) 0.5 is not contained in the
interval, we have reason to doubt
the claim.

are red.
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Solution:
Let p = true proportion of pennies in jar older than 10 years

We want to estimate p at a 99% confidence interval. We are using a 1-sample z
interval for proportions.

Problem states a SRS was taken. 102(57/102)=57 and 102(1 — 57/102) = 45,
both are greater than or equal to 10,so distribution is approximately Normal.
102(10) < 2000, so 10% condition is met for independence.

All conditions are met.

p-hat is 57/102 = .5509.
The critical value for 99% confidence interval is

invNorm(shaded area, mean, standard deviation)

invNorm(.995,0,1)=2.576.
p +zr [FEB 0.559+2576 J (0.432, 0.686)

We are 99% confident that the interval from O. 432 to 0.686 captures the actual
proportion of pennies in Mrs. Smith’s collection that are more than 10 years old.

(559)(1 559) _

b. Yes itis plausible, since 0.6 is included in the confidence interval, it is
plausible that 60% of all the pennies in the collection are more than 10 years
old.
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State: We want to estimate p = the true proportion of couples that tilt their

heads to the right when kissing at the 95% confidence level.

Plan: We will use a one-sample z interval for p if the following conditions
are satisfied.

Random: The researcher observed a random sample of couples.
Normal: (.669)(124)=83 > 10 and (.331)(124) =41 > 10

Independent: The number of couples in the population is more than
10(124) = 1240.

Do: p+zt [P =0.669 +0.083 = (0.586, 0.752)
Conclude: We are 95% confident that the interval from 0.586 to 0.752

captures the true proportion of couples that tilt their heads to the right
when kissing.



What to do when p-hat value is not given
Fill in table.

A i 3 4 O .6 v .8

p(1—p

30 .40 .46 .49 5 .49 .46 .40

If we have to guess the value for p-hat we
use 0.5 because it give us the largest
margin of error (safest choice).
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ME =z % u ulati
" on

v' z*is the standard Normal critical value for the level of confidence we want. Pro

Because the margin of error involves the sample proportion p, we have to porti
guess the latter value when choosing n. There are two ways to do this: on

Use a guess for p based on past experience or a pilot study
Use p=0.5 as the guess. ME is largest when p=0.5

Sample Size for Desired Margin of Error

To determine the sample size n that will yield a level C confidence interval
for a population proportion p with a maximum margin of error ME, solve

the following inequality for n —p) uE

n
where p is a guessed value for the sample proportion. The margin of error

will always be less than or equal to ME if you take the guess p to be 0.5.
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v The critic aI value for95% confidence is z* = 1.96. Pop
v" Since the company president wants a margin of error of no more than ulat
0.03, we need to solve the equation on

Pro

1_ .
1.961/u <0.03 porti
n on

Multlpm 196\/ﬁ<\/‘

square root n and divide
both sides by 0.03. 0.03

1.96

— <
() 0o
95% co
sample propom(l 96) (0.5)1-0.5)<n

0.03

find the largest ME
possible.

1067.111< n
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5(1-.5)

0.03 > 2.054

(2.054/0.03)2 (.25) <n

1167.36 <n

So, therefore we should choose a sample of 1168 fish to

give us the edible proportion to within + 0.03 at the 96%

confidence level.



Section 8.2
Estimating a Population Proportion

In this section, we learned that...

v~ Confidence intervals for a population proportion p are based on the sampling
distribution of the sample proportion p. When # is large enough that both np
and n(1- p) are at least 10, the sampling distribution of p is approximately
Normal.

" In practice, we use the sample proportion p to estimate the unknown
parameter p. We therefore replace the standard deviation of p with its
standard error when constructing a confidence interval.

The level C confidence interval for p is: ptz* rd=p)

n



Section 8.2
Estimating a Population Proportion

In this section, we learned that...

v"When constructing a confidence interval, follow the familiar four-step
process:

v" STATE: What parameter do you want to estimate, and at what confidence level?
v" PLAN: Identify the appropriate inference method. Check conditions.

v DO: If the conditions are met, perform calculations.

v" CONCLUDE: Interpret your interval in the context of the problem.

v" The sample size needed to obtain a confidence interval with approximate
margin of error ME for a population proportion involves solving

pA-p) o

n
for n, where p is a guessed value for the sample proportion, and z * is the
critical value for the level of confidence you want. If you use p =0.5 in this
formula, the margin of error of the interval will be less than or equal to ME.

Z*




Section 8.3
Estimating a Population Mean

Learning Objectives

After this section, you should be able to...

v CONSTRUCT and INTERPRET a confidence interval for a
population mean

v DETERMINE the sample size required to obtain a level C confidence
interval for a population mean with a specified margin of error

v DESCRIBE how the margin of error of a confidence interval changes
with the sample size and the level of confidence C

v DETERMINE sample statistics from a confidence interval
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One-Sample z Interval for a Population Mean

Choose an SRS of size n from a population having unknown mean y and
known standard deviation 0. As long as the Normal and Independent
conditions are met, a level C confidence interval for u is

Tk O
n
The critical value z* is found from the standard Normal distribution.
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We determine a sample size for a desired margin of error when ulati

estimating a mean in much the same way we did when estimating a on
proportion. Mea

Choosing Sample Size for a Desired Margin of Error When Estimating u

To determine the sample size n that will yield a level C confidence interval
for a population mean with a specified margin of error ME:

» Get a reasonable value for the population standard deviation o from an
earlier or pilot study.

* Find the critical value z* from a standard Normal curve for confidence
level C.

» Set the expression for the margin of error to be less than or equal to ME

and solve for n:
\/‘ < ME
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95% confidence.

n

<1

2
\n

(1.96X5) _
96.04 < n

1

1.96

~

Vi
N

~
e
\O
N
—
~—~—

5 as our best guess for the standard deviation.

v" The critical value for 95% confidence is z* = 1.96.

5
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WHY IS THIS WRONG?

s
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Whermthe sampling distribution of x is close to Normal, we can Esti
|_ gnd probabilities mvolvmg X by standardizing: mat
n O
-5 ng a
g 3 G/ \F Pop
q:, - — ulati
x ﬂ ..fl'l'.l] lII%
i - c .(L, d}iirihﬂ[]un‘ A Standatd l on
; : Q v INurma]mrw Mea
7 — n
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-[unlmuwnj
— Vialues ol v — =1

When we don’t know g, we can estimate it using the sample standard
deviation sx. What happens when we standardize ?

_x-p
s, /AIn

This new s
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Like any standardized statistic, ¢ tells us how far x is from its mean pu
in standard deviation units.

However, there is a different t distribution for each sample size, specified by its
degrees of freedom (df).
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The t Distributions; Degrees of Freedom

Draw an SRS of size n from a large population that has a Normal
distribution with mean u and standard deviation 0. The statistic

f=2
5./In
has the t distribution with degrees of freedom df = n — 1. The statistic will

have approximately a ¢, - 1 distribution as long as the sampling
distribution is close to Normal.
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s S "~ T 7 Ja similar in shape to the standard Normal,| 51,
| Fdsiribuinons nave -
more area in the tails _-,C.Eﬂ've
lhiml]h_-:d;lll-;_:l[-.: ==t 2 devrees. ) @) on
| Motmal distfibution. . : 5

ottrecdom 3 W hg spread of the t distributions is a bit Mea

- 1.9 degrees

sireedom  greater than that of the standard Normal n
— sundard — djstribution.

MNormal

!

v'The t distributions have more probability
in the tails and less in the center than does
the standard Normal.

d ~ VAs the degrees of freedom increase, the ¢
density curve approaches the standard
Normal curve ever more closely.

We can use Table B in the back of the book to determine critical values t* for ¢
distributions with different degrees of freedom.
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Upper-tail probability p In Table B, we consult the row

.05
1.812
1.796
1.782
1.645
90%

025 02 o1 Ccorespondingtodf=n-1=11.

2.228 2.359 2.764
2.201 2328 2.718
2179 2303 2.681

1.960 2.054 2.326  \We move across that row to the
95% 96% 98% entry that is directly above 95%

The desired critical value is t * = 2.201. |
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Q
o
ngp;-gﬁe con, 'ti%r.ls for inference are satisfied, the sampling
gisgib%iog fqg %has roughly a Normal distribution. Because we

Qo R0l & W estimate it by the sample standard deviation s _.

Definition: .
The standard error of the sample mean x is —=, where s_ is the

Jn

sample standard deviation. It describes how far x will be from p, on

average,in repeated SRSs of size x.

To construct a confidence interval for v,

v'Replace the standard deviation of x by its standard error in the

formula for the one - sample z interval for a population mean.

v"Use critical values from the t distribution with n - 1 degrees of

freedom in place of the z critical values. That is,

statistic + (critical value)- (standard deviation of statistic)

A
= Xp*F

n

Esti
mati
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- Conditions for Inference about a Population Mean on

‘Random: The data come from a random sample of size n from the population /l€a
of interest or a randomized experiment. |

* Normal: The population has a Normal distribution or the sample size is large
(n = 30).

* Independent: The method for calculating a confidence interval assumes that
individual observations are independent. To keep the calculations
reasonably accurate when we sample without replacement from a finite
population, we should check the 10% condition: verify that the sample size
is no more than 1/10 of the population size.
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PEAN IEhS co@ifoRs are metSwe can useﬁa,@r@-a@ple t interval to
estimate p. = on
Random: We are told that the data come from a random sample of 22 Mea
screens from the population of all screens produced that day. n

Normal: Since the sample size is small (n < 30), we must check whether it’s
reasonable to believe that the population distribution is Normal. Examine the
distribution of the sample data.

i | -2 a
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i 460 30 ] LT Y - i - . -
= 268 o 17 Al L0

A
Ioresh Tehiion Sereen Tention Screen tension

(a) (&) (c)
These graphs give no reason to doubt the Normality of the population

Independent: Because we are sampling without replacement, we must
check the 10% condition: we must assume that at least 10(22) = 220 video
terminals were produced this day.



STEP

Esti
DO: Using our calculator, we find that the mean and standard deviation of 1,5t
the 20 screens in the sample are: n
g a
_ _ Pop
x=30847mV and s =3535mV .
. " ¥ ulati
Upper-tail probability p
df .05 .025 .02 on
18 1130 1734 2101 Since n =22, we use the t distribution with df = 21Mea
to find the critical value. n

19 1.328 1.729 2.093
20 1.325 1.725 2.086

21 1721 2080 2.189
90% 95% 96%  Iherefore, the 90% confidence interval for yu is:

Confidence level C FEr* A =308.47i1.72135'35

Jn V22

=308.47+12.97

= (295.5,321.44)

CONCLUDE: We are 90% confident that the interval from 295.5 to 321.44 mV captures the
true mean tension in the entire batch of video terminals produced that day.

From Table B, we find t*=1.721.
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Definition: Mea
n

An inference procedure is called robust if the probability calculations
involved in the procedure remain fairly accurate when a condition for
using the procedures is violated.

Fortunately, the t procedures are quite robust against non-Normality
of the population except when outliers or strong skewness are
present. Larger samples improve the accuracy of critical values from
the t distributions when the population is not Normal.
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Using One-Sample t Procedures: The Normal Condition N

« Sample size less than 15: Use t procedures if the data appear close to
Normal (roughly symmetric, single peak, no outliers). If the data are clearly
skewed or if outliers are present, do not use t.

« Sample size at least 15: The t procedures can be used except in the
presence of outliers or strong skewness.

» Large samples: The t procedures can be used even for clearly skewed
distributions when the sample is large, roughly n = 30.



Section 8.3
Estimating a Population Mean

In this section, we learned that...

v Confidence intervals for the mean y of a Normal population are based
on the sample mean of an SRS.

v If we somehow know o, we use the z critical value and the standard Normal
distribution to help calculate confidence intervals.

v" The sample size needed to obtain a confidence interval with approximate
margin of error ME for a population mean involves solving

]
z*¥*—=< ME
n
v" In practice, we usually don’t know 0. Replace the standard deviation of the
sampling distribution with the standard error and use the ¢ distribution with

n — 1 degrees of freedom (df).



Section 8.3
Estimating a Population Mean

v There is a t distribution for every positive degrees of freedom. All are
symmetric distributions similar in shape to the standard Normal distribution.
The t distribution approaches the standard Normal distribution as the number
of degrees of freedom increases.

v Alevel C confidence interval for the mean y is given by the one-sample ¢
interval 5.

xtr*
\n
v" This inference procedure is approximately correct when these conditions are
met: Random, Normal, Independent.

v The t procedures are relatively robust when the population is non-Normal,
especially for larger sample sizes. The t procedures are not robust against
outliers, however.



