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Linear Regression

1/70



2/70






Objectives

Determine Least Squares Regression Line (LSRL)
describing the association of two variables.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo

the meaning.

6PA Example

= The following case study "SAT and
College GPA' contains high school and
university grades for 109 computer
science majors at a state school.

= Peseribe the relationship.

Collection 1
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

The Linear Model

= The correlation in the GPA example is 0.7793.

—

= The strength of the correlation coefficient suggests a linear association between these
two variables, but the correlation coefficient tells us nothing about the association itself.

= What we need to describe the linear relationship between two quantitative variables
is a model of that association.

= That wmodel is a linear equation that quantifies the relationship or pattern in the
co-variability of those variables.

6 /70



*

Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. '

The Linear Model o

= The linear model is nothing more complicated than a linear equation of a straight line

through the data. \

= That wmodel (equation) will have a slope and intercept to help us understand and descri
the relationship between the two variables.

= It is unlikely in the extreme that the points in a scatterplot of the variables data will
actually forwm a nice, straight line. But a nice straight line might suffice in describing the
overall pattern of the scatter plot with the slope and intercept.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

Regression

= |f the relationship between variables is strong, we know that the variables tend to cluster to a line.

N

= That means we can get some idea about the behavior of one (response) variable
by observing the behavior of another (predictor) variable.

= We can then make predictions about the response variable by knowing a value of the
predictor variable.

= What we need to do is find the equation of the line that best fits the data. That, of course, begs the
question what do we mean by “best fit”?

= That “line of best fit” is called the regression line or....

Least Squares Regression Line (LSRL)
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

Residuals

= First know this, the model will be wrong.

= What that means is the data points will rarely actuvally fall on the line. The model'Wall
predict a different value than the observed data, but it may be close and the model wil
probably be of great interpolative value.

= Similar to the way data values fall above and below the mean, some points will be above
the line and some points will be below the prediction model (line).

= The estimate made from a model is the predicted valve. ...
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo

the meaning.
Reglduale

< The difference between the observed valve (¥) and its associated
predicted value (V) is called the residual.

= To find the residuals, we subtract the predicted value from the observed value:

residval = observed - pradicied

e=V-V
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

Collection 1 [ Scatter PIOtI :]

= A positive residval means the predicted value is “| = Here is our gpa data with the lsrl.
less than the actval valve (an underestimate). 56 :

3.6

# In the figure, the predicted college gpa is 2.5,  =¢{ Y-
while the true value of college gpa is 342,
and the residval is 0.92.

o
N
®

univ GPA

o
© o
30 > ¢ = residual > 0

= A negative residual means the predicted valveis  2¢f /5/" = residual < 0
greater than the actuval value (an overestimate). 2.4-/5 e g

N
o0

N
 _
)

8o

2.2

= |n the figure, the estimated college gpa is
2.80, while the true value of college gpa is
2.52, thus the residval is =0.2&.

2.0

20 22 24 26 28 30 32 34 36 38 40 42
high GPA

— univ_GPA = 0.675high_ GPA + 1.1: 2 = 0.61
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

“Best FIt” Meane Least Squares

= Some residuals are positive, others are negative, and, on average, they balance
each other out. This is very siwmilar to the calculation for standard deviation.

= Like we did with deviations, we square the residvals and add the squares, resulting in the
“sum of squared residuals” (This is also called "sum of squared errors” or SSE).

« The smaller the sum (least squares), the better the fit.

= The line of best fit is the line for which the sum of the squared residuals is smallest,
the least squares line.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

Least Squares

= This shows a least squares residual line and visvally
demonstrates the methodology of “least squares’” |

—

[ Scatter Plot | :]

404

= The line that minimizes the residvals also |
minimizes the area of the squares. 3

effect

20 1

https:/www.desmos.com/calculator/zvre4lg3er

10

1 1 IO 1 1 1 1 2I0 1 1 1 1 3I0 1 1 1 1 4IO 1 1 1 1 5IO 1 1 1
ccccc

— effect = 0.606cause +8.4
Sum of squares = 278.4
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo

the meaning.

Correlation and the LSRL

= This figure shows the scatterplot of z-scores for the variables ColGPA
and HSGPA along with the scatterplot of raw scores.

= What do you notice about the distributions.

Collection 1

[ Scatter Plot | :]
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[ Scatter Plot | #_]
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= Remewmber: changing scales does not changer.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

Correlation and the LSRL

= If an individval have an average HSGPA, we 15-
would expect about an average ColGPA as well. 1.0-

0.5-
0.0+
-0.5-
-1.0-
-1.5-

= That suggests the point consisting of the mean
for each variable in on the LSKL.

ZUolGPA

-2.0-
-2.5-

= That would tell us that moving one standard
deviation away from the mean in x moves us r : :
standard deviations away from the mean in v. ZHSGPA

]
ISy F=”_lzzxzy

Isy
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. ‘

Let Me Repeat That

- — /'

R —

< The correlation coefficient, r, is the slope of the line of best fit for Z-scores.

= That means that if the data have been changed to z-scores, the line best fitting
that data will have a slope of r.

However, if the data is NOT re-expressed
as z-scores, the slope of the Isrl IS NOT r.
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Objeotive: Students will determine the line of best fit (Least Squares Regression Line) and desoribe
the meaning.

So What?

< A slope of r for the line of best fit for z-scores means that a
change of 1 unit in z, predicts a change of ¥ units in z,.

//

= |n terms of raw values x and y, a change in 1 standard deviation in x predicis a
change of ¥ ctandard deviationsiny

= Now we can express the clope of the lsrl in terms of r.

rs, S

— _ Yy _ y
b=—L=rt
$ S,

X
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

Correlation and the LSRL

_'/ >

Collection 1 | Scatter Plot | % |
= §0 now you know that a line that models 15-
our scatterplot of z-scores goes through 1.0-
the mean z-score values, the origin (0, 0), 0.5-

0.0
-0.5-
-1.0-
-1.5-

\:; ;

— zCoIGPA = 0.78zHSGPA + 1.6e-15: r2 = 0.61

\@ulﬁpn

= Since the standard deviation of z-scores is 1
The slope of that line from z scores is .
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo

Correlation WWH '

Collection 1
4.0 -

3.8
3.6
3.4

<\ 3.2-
3.0-
28-

2.6-
2.4 -

the meaning.

= $0 now you know that a line that models our
scatterplot of raw scores goes through the
mean raw scores, (x, y).

= The standard deviation of raw scores are s,
sy ahd the slope of that lineis ...

‘

Scatter Plot | = ]I

7
~~

2.0-
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
e — N N
Correlation and the LSRL -

Collection 1 [ Scatter Plot | :_]
4.0-
= Thus, moving any number of standard deviations 3.8-
away from the mean in x moves us r times that 3.6-
nuwmber of standard deviations away from the . 2‘2‘
meaniny. %. 2
E 2.8-
2.6 -
# [rl cannot be bigger than 1, so each predicted y tends .4, g @ o060
to be closer to its mean than its corresponding x. 22] % © &

2.0-

20 22 24 26 28 3.0 32 34 36 3.8 4.0 4.2
high GPA

= This property of the linear wmodel is called rzgrzssion to the meaw the line is called the
regression line
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosonbo
the meaning.

Definition

- /

= A regression line is a line that models how changes i in an explanatory
variable (x) predict changes in a response variable ().

= Thus, the regression line is used to predict the value of y for a given value of x.

21/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

_'/ c

The Regression Line in Real Unifs.

= Remewber from Algebra that a straight line can be writtenas: y=mx +

« |n Statistics we use a slightly different notation:

= We write V to indicate that the points that satisfy this equation are our predicted valves,
not the actual data valuves (y).

= The wmodel that is a straight line are our predictions.

= The wmore closely the model fits the data, the closer the data values will fit around
the line of best fit (Isrl).

22/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

The Regression Line in Real Unmr

= We write i, and oy for the slope and y=intercept of the line.

= b, is the slope of the regression line, which tells us how much the response
variable, ¥, changes with a one unit change in the predictor variable, x.

= By is the y-Intereept, which tells where the line crosses (intercepts) the vertical (y)

axis. That tells us the predicted value of the response variable when the value of the
predictor variable is 0.

= You want to remember these definitions. You will be asked to repeat thew, repeatedly.

23/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

The Real World

= Your TI-84, and many texts, use

- — /'

for the regression equation.

= It is only important that you keep in mind which value is the slope of the regression line
and which value is the y=intercept.

24/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. *

Reporting Slope and Intercept

= When interpreting the slope of the regression model the sentence

//

AWENOUWI %
Unit) | Explanatory Variable| ‘
= For every additional in thereis a predicted

oD g G G o g D D D 4 o g D D D D D
. h
I " l e [ ]

Response Variable |

= Do not be creative or clever. Do not attempt to impress me as a vocabulist.
Just use some variation of the given sentence frame or risk not getting credit.
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Objeotive: Students will determine the line of best fit (Least Squares Regression Line) and desoribe
the meaning.

Reporting Slope and Intercept

//

= The y Intercept is the predicted value of the response
varlable when the value of the prediotor variable Is 0.

= Sometimes this is a meaningless statistic, and sometimes it is meaningful.

= What is the cost of renting a car when the number of wiles driven is 07
= This may make sense since you may rent the car but never use it.

= What is the weight of a person that is 0 tall?
= This definitely is nonsense.

26/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

LSRL in real units

= ln our model, we have a slope (1)
= The slope is built from the correlation and the standard deviations:

< Qur slope is in units of y (response variable) per unit of x (predictor variable).

_'/ -

= The size of the slope is determined by the units of the variables.
= The size of the slope is NOT a measure of strength or significance.

27/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

LSRL in real units

= ln our model, we also have an intercept (bo)

_'/ >

= The intercept is built from the data meange and the slope:

= Obviously, our intercept is always in units of y.

= Remewmber this, you will be asked to find the regression model from computer output
of the standard deviations given withr.

28/70
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Collection 1 [ Scatter Plot| :]
4.0+

= The regression line for the HSGPA and College GPA >

Objeotlive: smdonts will detsrmine the line of best fit (Least Squares Regression Line) and desoribe
High School ve College 6PA

3.61

seems to fif pretty well. 34.
# The model is: o6 = 1.1+ 0.67 HS6PA 25
= The predicted college GPA for student with a j;‘

high school GPA of 2.0 is 1.1 + 0.67(2.0) = 311. 20.

20 22 24 2.6 28 310 3.2 34 36 3.8 4.0 4.2

high GPA

= For every increase of 1 point in high school GPA, there is a predicted increase of
0.67 points in the college GPA.

= We predict a college GPA of 1.1 when the high school ¢PA is 0.

29/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. W |

Righ School ve College GPA

= Since regression and correlation are from the same math, we must
check the same conditions for regressions as we did for correlations:

= Quantitative Variables Collection [ Scatter Pot 99

4.0+

= Sutficiently Linear 38-
= No significant Qutliers 36-

34{ o
< 3.2

= Qur data is quantitative, the pattern in the scatter plot ..

is sufficiently linear and there are some data points 5 28] o
that could be outliers such as (2.1, 34) or (2.5 2.1), but | T L e
do not think they significantly affect our model. 20| oS0

20 2.2 24 2.6 28 3.0 32 34 3.6 3.8 4.0 4.2

= But there is a problem with the data! __highGPA
30/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

Another Example -

= Suppose we collected the weight of a male white lab rat for the first
29 weeks after its birth.

= A scatterplot of the weight (grams) and time since birth (weeks) shows a
fairly strong, positive linear relationship. The linear regression equation
models the data fairly well.

weight =100 -+ 40(#ime)

= 1. What is the slope of the regression line? Explain what it means in context.

= The slope of 40 indicates that as the rat ages one week the model predicts an
increase in weight of 40 grams.

31/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

Growth of a rat

= 2. What's they intercept Explain what it means in context.
weight =100 + 40(fime)

— .

= The y-intercept is 100 grams which is the predicted weight of the rat at
0 weeks (birth weight).

= 3. Predict the rat’s weight after 16 weeks.
weight =100+ 40(16) = 740 grams

32/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

Browth of a rat
= 4, Should you use this line to predict the rat’s weight at age 2 years!
weight =100+ 40(fime) 5.

= Use the equation to make the prediction and think about
the reasonableness of the result. There are 92 weeks in a
vear and 494 grams in a pound.

weight =100+ 40(104) = 4260 grams ~ 9.4 pounds

= The result is not reasonable and highlights the danger in
extrapolating a regression line beyond the data.

“W e | |, maybe not
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Objeotive: Students will determine the line of best fit (Least Squares Regression Line) and desoribe
the meaning.

= Enter the following data into the calculator and find r, rZ and the formula fc
reqression line, then describe your results.

-

Body weight 120 | 187 | 109 | 103 | 131 | 165 | 158
Backpack weight | 26 | 30 | 26 | 24 | 29 | 35 | 31

4:LinReg(ax+b) XL!StZ “r=.79469260607
b ~ ©F iinRegaron) TSt 12 = 6315364361
Store RegEQ:  * § = 16.26492733 + .0907994319x
Calculate

backpack =16.2649 +.0908( body weight )

= There is a moderately strong, positive, linear relationship between body weight and weight of the
backpack. As Body weight increases, backpack weight tends to increase. About 637% of the variability
in backpack weight is accounted for by body weight. For every 1 pound increase in body weight the pack
increases by .09 pounds and a 0 pound person is predicted to carry a 16.3 pound backpack. 34/70



*

Objective: Students will determine the line of best fit (Least Squa

: res Regression Line) and doeorlbo
the meaning. ﬂ
‘)deelghf 120 | 187 | 109 (103 {131 | 165 | 158 | 116

By salculation | Backpack weight | 26 | 30 | 26 | 24 | 29 | 35 31 | 28
= Now find the linear regression equation by hand.
&
Sy — =
bl"""sx bo=y-biX

o r=.794692667 s, = 30.29586252, s, = 3461523199

3461523199
%y _
r = TI4092667 oo e s 252

X

b, ~.0907994318

b=V —bX=28625-.0907994318(136.125) =16.26492735

backpack =16.2649 -+.0908(body weight )

39/70



Objeotive: Students will determine the line of best fit (Least Squa

the meaning. ‘
Body weight | 120 | 187 109 | 103 | 131|165 | 158 116
Draw a plcture Backpack weight | 26 | 30 | 26 | 24 | 29 | 35 31 | 28

res Roimslon Line) and dosorlbo

= Plot the points and draw the least squares regression line.

backvack =16.2649 -+ .0908(body weight)

Pack weight

120

140 160
Body weight

180

200

36/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. W |

Not the reciprocal

= Remewber that the regression model gives a prediction for the
value of the response variable.

= We cannot use the same regression model to predict a value of the explanatory
variable from the response variable. That requires a new model.

= The new wmodel requires that we switch the roles of the variables.

bo=X-b1y |

= |t is unlikely you will be asked to do this reversal, but it is important that you
understand that the Isrlis not a two way model. The model is based on
minimizing the residvals in the y variable, not in the x variable.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

Not the reciprocal

= Reversing the roles of explanatory and response variables

—

s 30.29586252
e = TI492667 g 109

y

=6.999290609

b

b,=X-bY =136.125-6.955290605(28.625) = —-62.97019357

bodywt =—-62.97019357 +6.995290605( pack weight )

bodywt = -62.97019397 +6.995290605(27) ~124.823

= So if we find a pack weighing 27 Ibs, we would predict a body weight of 124.8 Ibs.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo

the meaning.
What do the reciduals have to say:

= The linear model assumes that the relationship between the
two variables is a perfectly straight line.

= The residuals are the part of the data that has not been accounted for by the model.

Data = Model + Residual
or (equivalently) .

Residual = Data - Model 7l e U

. El 3.0 o A~ 1‘ °
Or; in symbols, 6 -6 = residual < 0
~ vll.
e=V-VY -
—univ_G.PA=O.6.75high_.GPA+1..1; r2=(-).61 h.igh_GPA | | | | . 3 9/ 7 0




Objeotive: Students will determine the line of best fit (Least Squares Regression I.lne) and dceorlbe
the meaning. -

*

Plot | % |

Reslduals Speak

= Residuals are a good indication of how well the model will I
predict response variable values. Does the model have value? = . . °
Does the model make sense? .

= When a regression model is of value, there should be nothing -
of inferest in the residvals.

high_GPA
— univ_GPA = 0.675high_GPA + 1.1: 2

= |n our GPA wmodel, we note that the points above (positive residual) and points below
(negative residval) are about even. That suggests the sum of the residuals should be 0.

= Additionally, we hope that most points are near our LSRL so the residuals are small. Large residuvals
should be more infrequent, suggesting a unimodal and symwmetric distribution of the residvals..

= After we fit a regression model, we usually plot the residvals in the hope of finding...

nothing. , .,




Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo

the meaning.

Residual Plot

= A residual plot is a scatterplot of the residuals. The residual plot
is the final test of how well our model represents the data.

= There should no pattern to the residual scatterplot.

If you do find a pattern in the residuals, there may
be a problem with your model.

= A patternin the residvals suggests a systematic
relationship between the variables that has not
been accounted for by our model.

*

ColleCtion 1 [ Scatter PIOtI :]
4.0-
3.0 -
E -
— -
E 2.8_
2.4 -
2.0 1 1 1 1 1 1 1 1
2.0 2.2 2.4 2.6 2.8 3.0 3.2 34 3.6 3.8 4.0 4.2
high GPA
508 ©° o o
o
‘®m 0.0 oooogo 88 W@g@ﬁmo
& _O 8 © OOO(D
2.0 22 24 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0 4.2
high GPA

— univ_GPA = 0.675high_ GPA + 1.1: r2 = 0.61
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Objeotive: Students will determine the line of best fit (Least Squares Regression Line) and desoribe

th' m0‘n'ng ‘ Collegtion 1 [ Scatter Plot | :]
— 4.0-
Reglduale 36
5 3.2
s s s I .
= A histogram of the residvals should appear unimodal = 2s-
and symmetric. © 24-
2.0 -
Cog%c-tion1 | Histogram | & | 5 08-2.0 ‘2.2 24 26 2.8hiz.g_g§A3.4 3.6 3.8 4.0 4.2
E.éo.'ﬁt.w
S ool o Bome o BT
20 22 24 26 28 3.0 3.2 34 3.6 3.8 4.0 4.2
high GPA

— univ_GPA = 0.675high_GPA + 1.1: r2 = 0.61

= The histogram of our gpa residuals appears
sufficiently unimodal and symmetric. The model
appears to meet all our requirements.

Freguency of resid
N A O O N BN O ®

-0.8 -06 -04 -0.2 00 0.2 04 O.6IO.8 1.0 1.2
resid
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. ‘

TI-84

= Define L3 as the predicted values from the regression equation.
(L1 and Lz should still be the body weights and pack weights)

= Pefine L4 as the observed y-valuve (L2) minus the predicted y-value (Ls).

= Make sure all other plots are turned off. Choose Plot2 dot plot (first choice)
with L1 as x and Ls as y. ZoomStat to see the residuval plot.

= Just for snicks and giggles, lets look at the statistics of the residvals (Ls).

= The mean should be 0, any difference is due to rounding (remember what | said about
rounding too soon?).

= What do you think s tells us? (sx=2.101)
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbo
the meaning.

TI-84

= Finally, we can find the residual plot by using a list created by the calculatc
called (not surprisingly) resid.

—

= Each time you ask for a reqression analysis the calculator calculates the residvals
automatically and stores thewm in a reserved calculator list resid’.

= We cannot manipulate or find the statistics for the resid’ list but we can use it
to create a residual plof.

= X list = L1 or wherever you put the explanatory variable.

List
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Objeotive: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbe

the meaning.

The Resldual Standard Deviation

= The standard deviation of the residuals, s., measures the

variability of the residvals or how the points vary above
and below the regression line.

= For the GPA data, s, is .2801. Qur data has a typical deviation of .28

from the predicted value.

= Check to make sure the residual plot has a consistent amount of
scatter throughout the distribution. Check the Equal Variance
Assumption with what your book calls the “Does the Plot

Thieken? Condition”

= Qur data does display changes in the variability of the residuals. It
appears the model is not as accurate at lower HSGPA levels. Sowe
note that in our conclusion.

Collection 1

*

Collection 1

resid

0.0116819
105
0.0273349
0

S1=mean( )

S2 =count( )

S3 = stdDev ( )

S4 = stdError( )

S5 = count (missing ( ))

[ Scatter Plot | :]
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo

the meaning.

Another example

= Calculate and plot the residuals for our example of Body and Backpack weights:

Body Pack
weight weight
120 26
187 30
109 26
103 24
131 29
165 35
158 31
116 28

backpack =16.3 + .09( body weight )

Residval

o = N O

A

- /

/

Do not forget this one

100 120 140 160 180 200

Body weight

>

*
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

The Resldual Standard Deviafic

= We can estimate the SP of the residuals, s,, using:

- — /'

AN\ 2
. e’ Z(V—}’)
* \n-2 Sé:\ n—2

= look fawiliar? This is a wmodification resulting from two variables being involved.

= but we will let the calculator do that for us if we ever need to do the calculations.
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the meaning.

Objeotive: Students will determine the line of best fit (Least Squares Regression Line) and describe F

BackPack

*

/

[ Histogram | #]

e |

The Recldual Standard Deviation

= We do not need to subtract the mean becavse the
mean of the residuvals is 0. E 0

Frequency of Resid

= Make a histogram (or normal probability plot) of the
residuals of the backpack data. It should look
unimodal and roughly symwmetric. (Poes it?)

= Then we can apply the 68-99-99.7 Rule to see how well the
reqression model describes the data.

= D0 95% ot our residvals fall within 2 standard deviations of 07

= 1007% of our residuals fall within 2 standard deviations of 0.

9 -

-4 -2

1 OI 1 1 1 2I 1 1 1 4I- 1 1
Resid

BackPack

-0.03515
8
Resid 2.10119

_ 0.742881
s‘ = 201 0

S1=mean( )

S2 = count ()

S3 = stdDev ()

S4 = stdError( )

S5 = count (missing ( ))
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. ‘

The coefficient of determinations: r?

= The coefficient of determination rZ is the portion of the variation in
is accounted for by the least-squares regression model.

SSE
SST

= $SE = Sum of Squares Error and SST = Sum of Squares Total
“Where SSE=3(V-F) ssT=3(V-¥)
i=1 i=1

= We can calculate r2 using the formula: KR*=1

#RZis 1 - the proportion of variation not accounted for by the model out of the
total variation in the response variable. Thus the variation that is accounted for.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning.

Collection 1

Q_ o 'S e : resid
The coefficient of determinations: r?
105
= The variation in the residuals is one big factor in assessing ey
how well the wmodel fits. .
S ()

S3 = stdDev ()

= ln our GPA data the variation in the residvals was .2801. -l |

S5 = count (missing ( ))

= The variation in the response variable was 447 2. Collection 1
3.17286
= That is comforting, suggesting the model has less 105
variability than the original data. univ_GPA | 0447194
0.0436416
0

S1=mean( )

S2 = count ( )

S3 = stdDev ( )

S4 = stdError( )

S5 = count (missing ( ))

s 7 0/7 0
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. ‘

The coefficient of determinations: r?

= |t the correlation were 1.0 and the model predicted the college GPAs
perfectly, the residuals would all be zero and have no variation.

= What we found for the correlation was 0.7799 - not quite perfection.

= But we did see that the model residvals had less variation than total college GPA.

= We can determine how much of the variation is accounted for by the model and
how wmuch is left in the residvals.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

The coefficient of determinations: r?

= The squared correlation, r2 gives the fraction of the data’s
variance accounted for by the model.

= Thus, 1 = r2is the fraction of the original variance left in the residvals.

= 1 =rZis the coefficient of non-determination.

= For the GPA data, r2=.7915%2=.6076, Thus 617 of the variability in college GPA is
accounted for by variability in high school GPA, and 29% of the variability in college GPA
has been left in the residvals.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosonbo
the meaning.

The coefflicient of determinations: r?

= All regression analyses include this statistic, although by tradition,
itis written RZ

- /

= An R2 of (0 means that none of the variance in the data is in the model: all of
it is still in the residuals.

= When interpreting a regression model you must always correctly interpret R2.

= Let wme say that again.

= Anytime you are working with a correlation and regression model you must always,
' every single time, correctly interpret R2.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. *

Let Me Repeat That

//

= When discussing R? in the model this is the sentence frame you will use:

R2x100| Response Variable|

% of the variation in

8
ol g gl guu o g gl gl g ol g g g g guu

——®

Explanatory Variable (or model)

= As | have indicated previously, do not be creative or clever. Just use the sentence
structure or risk not getting credit.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. ‘

rtow Blig Should rR23e?

= R2is always between 07 and 100%Z. What makes a ‘good” R2
value depends on the kind of data you are analyzing and on what
you intend to do with if.

= The standard deviation of the residvals is a good indicator of the validity of the regression
model by telling us how much our actval data deviates from the predicted values.

= When reporting a regression model you must report Pearson’s r, the slope and intercept of
the model, and R2. This will give the audience a complete picture of the value of the model.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbe
the meaning. .

Reporting r?

= Along with the slope and intercept for the least squares regression
line, you should always report R% so that readers can judge for
themselves how successful the regression is at fitting the data.

= |n interpreting and analyzing a regression model you now have several items that must
be included. Scatter plot of data, description of distribution, r, RZ interpretation of R
the model itself, deseription of model (interpretation of slope and intercept), scatterplot
of residuals, histogram of residuals (and/or normal probability plot).
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Objeotive: Students will determine the line of best fit (Least Squares Regression Line) and desoribe

the meaning.

,—/ >

Real Example

= Here is some recent data. Note scale
along both axes.

= Peseribe the relationship.

= Negative, moderately weak, linear, no
outliers. As undocumented share of
population increases, violent crime
tends fo decrease.

= kstimater.

= Since these are z-scores, the slope =r.

State-level correlation between levels of undocumented immigrants (bottom axis)
and violent crime measures (left axis), 1990 through 2014. Each circle represents

one state observed in one year.

(1.2 and (1 -2) “r=-2

TESS- UNDOCUMENTED.SHARE OF THF POPULATION MORE
Source: Light & Miller, 2018 WAPO.ST/WONKBLOG
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo

themeaning. .
How well does the firet tect predict final grade:

Find a linear model. = Peseribe the distribution.
. Grade First | . 90
Grage First Final Grade Tost Final Grade
est 52 69
94 93 80
90 94
90 o7 35 58 ’
42 67 Y a3 s 70
39 46 =8 s S
97 75 45 70 § 60
65 91 61 76 =
65 /8 61 73 50
34 84 67 /8 © o
(7 44 58 75 ¢
45 46 61 03 40 A
55 75 77 81 Y=4632x+ 458590
65 72 29 75 30
> r9 81 82 30 40 50 60 70 80 90 g
87 903
94 94 First Test

84 90 77 93 58/70
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and desoribe &
the meaning. g

rtow well does the tirst test prediot final grade?
Y =4632x + 45.8596
r=.6161,r2= 3796

AN

y = predicted final grade x = score on first test 0
Predicted Final Grade = 46 32(score on first test) + 45.8596 |

Finalbrade = 463 2(firsttest) + 45.8956

= There is a moderate, positive, linear relationship between score on first test and final
grade. As scores on first test increase, scores on final grade tend to increase. About
37967 of the variability in final grade is accounted for by score on first test. There
are distinet outliers at (77 44), (29, 76), and (96, 75). For every 1 percentage point
increase in first test score the final grade is predicted to increase by 4632 points and
a 0 on first test predicts a 49.907% final grade.

Final Grade
S

()]
o

50

30 40 50 60 70 80 Q0
First Test
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Objeotive: Students will determine the line of best fit (Least Squares Rogmslon I.lne) and desoribe

the mean&

lnterpretlnggqgresslon output
W ~Interpreting regression output

How well does the number of beers a person drinks predict his or
- her blood alcohol content (BAC)? Sixteen volunteers with an ini-
. ! tial BAC of 0 drank a randomly assigned number of cans of beer.
'\J Thirty minutes later, a police officer measured their BAC. Least-
& squares regression was performed on the data. A scatterplot with

the regression line added, a residual plot, and some computer out-
put from the regression are shown below

.

—

- “..‘1
'
Dependent \ e BAC
NO Selectol
R squarec = ©
R sgua \ - '
B s { -4

Variable Coefficient s.e, Of Coeff

t-ratio prob
', ) g Sr LA r ' =% l .‘_ A it .' v = 1 ~ .
EL C I .’- 7. .\ l ATy ; ' ..‘ -~ -

"'\ . » A
L9 .90 “U.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
o, —— . . S

Interpreting regreseion output

= Strong, positive, linear model, with one possible
outlier at about (9, .19) as the number of beers
increases blood alecohol trends to increase.

Q014

0.024

= No pattern in residvals.
We are good to go.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and desorlbe R
the meaning.

Interpreting regreseioi O ey m— S

Dependent variable 1is:
No Selector

(BAC) response variable

- The correlation would be. »=+/80 ~ +.894

(s = 4) wi th s for residvals
165 2 = 14 degrees of freedom

y-intercept iable Coefficient s.e. of Coeff t-ratio prob

Constant -0 012701 0.012¢ .00 0.3320
e Chapter 26
( ) 10.017964 jslope 0.0024 g .48 <0.0001

explafr nable
= The equation is BAC = —0.0127 +.017964(beers)

= For every additional beer consumed, the model predicts a BAC increase of about
0.018 BAC, 807 of the variability in BAC is accounted for by the model.

= A linear model does seem appropriate for this data.

62/70



*

Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. W |

Interpreting regression output—

= The residvals are between -03 and .03 except for the subject drinking 9 bee
BAC using the regression line would be off by about s = 0.02 for the 16 people in

yredictions of

rau

|
00s4
0.044
0.03-
_ 0021 :
3 0.014 ; R o
w ’ y
0.00 - .
0014 ¢
e I l
0.024 o * ‘
B | ]
’0034_‘_ — g —————————
Beers |

= Given the legal limit for BAC of 0.08 that error may be too much. 63/70



Objective: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbe
the meaning. .

Assumptions and Conditions

= Quantitative Variables Condition:

= Regression can only be done on two quantitative variables (and not two ca’regoncal
variables), so you must check and report on the quantitative condition.

= Sufficiently Linear Condition:

= A linear model describes a relationship between the variables that is linear. If the data is
not linear, a linear model is not appropriate.

= A scatterplot will indicate that the assumption is reasonable.
= |f the data is not linear, youv are done.

= Sowe nonlinear relationships can be saved by re-expressing the data to make the scatterplot
more linear. We will revisit this at year end.
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Objeotive: Students will determine the line of best fit (Least Squares Re reseion Line) and desoribe
the meaning.

Assumptions and Conditions

= |t is a necessary to check linearity again after computing the regression model when we can
examine the residvals for any pattern that may have been missed in the scatterplot. .\

# |ronically, we must run the model first to be completely certain the model is worth running.;

= kqual Variance Assumption Condition:

= Check the residual plot and the standard deviation of the residuals to summarize the scatter.
The residuals should have the same spread throughout the domain of the predictor variable.
Check for changes in the spread of the residual scatterplot.

= Qutlier Condition:
= Watch out for outliers.
= Qutlying points can dramatically change the correlation and the regression model.

= |n extrewme cases outliers can even change the direction of the slope, completely misinforming
the reader about the relationship between the variables.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. W |

Outliers and Influential Observations

= An outlier is an observation that lies outside the overall pattern of the
other observations.

= Points that are outliers in the y direction but not in the x direction of a scatterplot
have large residvals. Qutliers in the x direction may have unduve influence on the model
and, thus, not have large residvals.

= An observation is influential if removing it would significantly change the results. Points
that are outliers in the x direction of a scatterplot are often influential for the least-
squares regression line.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

Reality Check: Is the Regression Reasonabte:

= Statistics do not come from out of the blue. Statistics are based on data.

= The results of a statistical analysis should make sense, be logical.

= |f the results are surprising, then either you have made a new discovery and
added to the human lexicon about the world or your analysis is wrong.

= When you perform a regression, think about the slope and intercept and consider if the
relationship makes sense.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and dosorlbo
the meaning.

CCRs

= Pon't fit a straight line to a nonlinear relationship.

= Examine extraordinary points (y-values that appear tar away from the linear patternp
or extreme x-values).

= Do not extrapolate beyond the data—the linear model may no longer hold
outside of the range of the data.

= PO NOT infer causality: that the predictor variable causes the response variable to change
simply because there is a good linear model for the relationship.

= Assoclation Is not causation.

= R2is a valvable indicator, and must be included in any regression, but look at the entirety of
the data and model. Vo not judge a model based on &2 alone.
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Objective: Students will determine the line of best fit (Least Squares Regression Line) and describe
the meaning. W |

Summary

= A regression line is a straight line that describes how a response
variable y changes as an explanatory variable x changes.

= You can use a regression line to predict the value of ¥ for any value of x by
substituting the x into the equation of the line.

= The glope by of a regression line ¥ = bo * bix is the rate at which the predicted
response y changes along the line as the explanatory variable x changes.

= The y-intercept bo of a regression Iine/\; = bo + bix is the predicted response y when
the explanatory variable x = 0. This prediction is of no statistical use unless x can
actually take values near 0.
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Objeotive: Students will determine the line of best fit (Least Squares Regression Line) and doeorlbe
the meaning.

Summary
= Avoid extrapolation.

-

# Do not use the model for values of the predictor variable outside the range of the data from
whlch the line was calculated.

= The most common method of fitting a line to a scatterplot is least squares. The least-

squares regression line is the straight line y = bo + bix that minimizes the sum of the
squares of the vertical distances of the observed points from the line.

= The least-squares regression line of y on x is the line with slope b1 = r(sy/s)
and intercept bo =y - bix. This line always passes through the point (x, y).

= Most of all, be careful not to conclude that there is a cause-and-effect relationship
between two variables just because they are strongly associated.
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